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SUMMARY

This note oﬁ‘ers a set of rank tests for some hypotheses related to split plot
designs. The test statistics are shown to have asymptotic chi-square distribu-.
tions under the relevant null hypothesls PN
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Introduction

Methods for analysis of designed experiment under the additive model
with errors assumed to be normally distributed are available in standard
text books. However, it is realised that the procedures so developed are
sensitive to deviations from the assumptions of normality. Need for the
robust procedures prompted many workers to develop distribution-free
tests for such problems. The earlier work of this nature includes Kruskal-
Wallis test (Kruskal, [10]) for one way layout, Mood’s test for one-way
and two-way layouts (Mood, [11]) and Friedman’s test (Friedman, [7])
for two-way layout without interaction. Later Friedman test was modified

by Durbin to take care of balanced incomplete blocks. For some other.

work in this area references can be made to Bhapkar [1], Bhapkar and

Gore [3]. Noththstandmg all this, work on procedures for .analysis of .

complex designs is limited.

Work on rank analysis of split plot experiments, under some reason-
able assumptions, is réported in Koch [8], [9]. He has used the idea of
Chatterjee and Sen [5]. More recently Brunner and Neumann [4] obtain-
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ed rank tests for main effects and interaction in 2 X 2 split plot design
by considering random effect model and pointed out that this method .
cannot be extended to the general split plot design with ‘‘a’ main plots
and “‘b” sub plots. Rai and Rao [13] obtained tests for precisely -this
problem. In this note we have proposed some tests by adopting the rank-
ing schemes of Rai and.Rao, and have obtained the llmltmg dlstrlbutlon
of the proposed test statistics.

2. A General Strategy to Constract Test Statistics

A general strategy of developing tests, either parametric or non-para-
metric, consists of devising a real or a vector valued statistic which has
certain expectation under the null hypothesis and different expected value
under the class of alternatives of interest. Deviations of obsérved values
of this statistic from its expectation under the null hypothesis is used as
an index of refutation of the null hypothesis. Typically, in case of vector
valued statistic 7, a quadratic formr of the type (T — 1)) Z_ (T — i) is

used to measure these deviations, where y,, Z, are respectively the mean
vector and covariance matrix of 7, under the null hypothesis. Often this -
quadratic form simplifies to a form of the type = {(T: — Hig)2,C?} where
C? is a fuaction of elements of 25!, The test statistics proposed by Rai
and Rao are also. of this type. It is well known that (see, Rao [14],
p 188) if Y is normal with mean w and covariance matrix &, then a neces-
sary and sufficient condition for (1' — ) A(Y — p)to follow chi-square

dlstrxbutlon is _
SAS AT =345, . W
Taking into account the above d'iscussio‘n, we have suggested in the

next section some new test statistics and have demonstrated that they
follow in the limit suitable chi-square distributions.

"3. The Proposed Tests

. We shall consider split plot design in randomised blocks‘. Here the
_ assumed linear model is

Yiﬂ-c=l"+V(+PI+.YI=+SJI¢+51}I: _ (2

where Yy is the yield of the plot containing the kth sub-treatment of the
Jjth main treatment in the ith block (i=1,2,...,r; j=1, 2, 00,5
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k=12,. ) v; denotes the effect of ith block, ¢, denotes the effect
of jth main treatment, vz denotes the effect of kth sub-treatment, 3 is
the interaction between the jth main treatment and kth sub-treatment
and ¢y, are error variates. It is assumed that the error variates associat-
ed with two different main plots of two different blocks are independent
and they are all identically distributed with E(eq;z) = 0 for all i, j, k and

. . . qZ ifi:i,,j=j',k=Ak,
Cov (E(;k, si'}'k') = { ws? if i = i'. j =j', k ;é:k'
0 otherwise.

We shall futther assume that = - ' .

i

zvi=zP;=2Yk-——‘23jk=231k=0f0rallj=1,2,...;ocand
J k j k -

k=1,2...,8
3.1 Combined Analysis of Main Plot

‘Here t:ve add the observation on all sub plots in a main plot in each
block, and then rank these totals within each block. Let R;; denote the

. B
rank of Y. in the set (Yi, Yiao, ..., Y«.) where Y. =k21 Y, .

. _ B _ .
i=12...,nj=12...,% Let us define R.; = (l/r) & Ry =
, i=1

R sJF. We shall construct a test for the hypotheSIS Hy:0, = p2 =3 =

= po, using the vector R = (R1 . R2 .« .., Re.). It can be seen that
under- Hy; for every ith vector (Rij, Rig, . . ., Ri) assumes all possible
values with equal probability 1/a!. Hence,

ER)=(e+ D2, =12 ...,%Cov(Ru Re)=— (a+ D/12r,
s s=12 ..., G V(R =@ = D12 =12 .., %
Therefote, the covariance matrix of R = (I_{l., R, ... , Ra)' is,. .
; _ G(G + 1) _ Jo, o
D(R) = — {quu — },

wherc J,, s is 7 X s matrix with all elements equal to unity.
It can be verified that D(R) is singular as rows add up to null vector.




RANK ANALYSIS OF SPLIT PLOT EXPERIMENTS =~ - - 181

Let us consider, therefore, R*=(R(.,R,.,..., Rx-y.)'. Then under
Hy, the covariance matrix of R* can be shown to be '

DRy = EEED L e

Therefore, we can use the statistic T, for testing Hy, where

T, = (R — ER) ARR — EQR),

[D‘l (R*) 0:\ |
4= - N
0 0

The statistic T, simplifies to

12¢ " .
XL >

which can be further rewritten as

@ - .
1 . , .
Tl = ——r‘m* ZIR’._ 3"(@ + 1) ) (4)
. J= .

It follows from Theorem 7.2.1 of Puri and Sen [12] that under H,,, the
asymptotic distribution of T is chi-square with (¢ — 1) degrees of
freedom. :

The test for main plot treatments based on T, will reject Hm for large
values of the statistic. The cut-off points may be approximated by.an
appropriate upper percentile values of the chi square dlstrlbuuon with
(2 — 1) degrees of freedom.

3.2 Combined Anal ysis of Sub Plot Treatments

Let Rix be the ranks of Yi.x in theset Yi.,, ¥;.5 ..., ¥:i.g),

i=1,2....,nk=11,2...,8 LetusdeﬁneR.k=\l/r) E Rq,,
: o
k=1,2,...,8. Using the vector R = (R.,, R.,, ..., R.g) we shall

construct a test for

Hp:Yi= Y= ...=1yp
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It can be seen that the mean and d1spers1on matnx of R are respectively

Therefore, the test statistic appropriate for Hyg, will be

= (R* — E(RY)Y DR (R* — E(RY)

where R* is as before the vector R after eliminating the last element and
D(B*) is the covariance matrix of R¥, which simplifies to

I, = rp((s+1) ZR — 3r(B + 1).

The asymptotic distribution of T is chi-square with (B — 1)-degrees of
freedom. Hence, we can have test for Hy, that rejects Hy, for large
values of T, and cut-off points may be approximated by an appropriate
upper percentile value of the chi- square dlstrlbutxon with B — 1 degrees
of freedom.

Now we shall consider the possibility of using rankmg of sub plot
observations within each main plot of a block as suggested by Rai and
Rao ([13], Section 2.2). Here, we will be testing the hypothesis that all
rankings therein are equally likely. This. situation arises if error terms
ey for fixed i and j are exchangeable and y; + 8, is independent of k.
Let us formulate this as

Hys @ Y + 33 is independent of k for every j.

We emphasise again that it will be tested subject to the assumptions of
exchangeability of errors. Notice that H,, == H,,. However, the converse
is not true in general. _ )

Let Ryjz be rank of Yy inset (Yigy, Yigo, - ... Yyn),i=1,2,...,r;

]= ]._

i=1,2...,% a0d R.a=(lfr) 2 2 Ry k=12 ...,8

It can be seen that under the hypothesis Hy, the vector (Rijy, Rija, - .+
" Ryyn) assumes all possible values with equal probability 1/B!. Therefore,

ER.y = CEDT pr )=

— 1
12ra
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) . ot . ] 3 . + 1
and for ];ﬁ] Cov (R")fllQ"j‘) = ,_%;__)_ .
Hence, covariance matrix of R = (R.., R 25 » R.. p)’ is glven by
- —l .
_ B(B+1){  Jg.B }
DR) =~ g — 2 L

Therefore, following the earlier discussions we can construct a test for
Hy,, using the statistic )

ne (2= 05 ) a(r- )

‘u{here‘A is the generalised inverse of D(I_!), which reduces to

._.'_—___ 2 —
T, = mp“H_DZR 3ru(ﬁ+1)

Asymptotic distribution of Ty can be shown to be chi-square with f — 1
degrees of freedom. Hence, the cut-off points of the test which rejects Hog
for large values of Ty may be approximated by an appropriate upper
percentile value of the chi-square distribution with B — 1 degrees of
freedom.

4. -Disc‘ussions

We have proposed herein, rank tests for the hypotheses concerning
main plot treatments and sub plot treatments. The test statistics are
essentially appropnatc function of rank vectors. They incorporate the
_covarlance structure of rank vectors in an explicit manner. The question
* of testing the hypothesis of interaction seems to be an open problem.

REFERENCES o

(1] Bhapkar, V. P. (1961) : Some non-parametric median procedures, A4nn. Math.
Stat. 32 :'846-863.

[2] Bhapkar, V. P. and Deshpande J. V. (1968): Some non-paramemc tcsts for
multisample problems, Technometrics 10 : 578-585.

[3] Bhapkar, V. P. and Gore, A. P.(1974) : A nonparametric test for interaction in
two-way layouts, Sankhya, Ser. A 36(3) : 261-272.

[4] Brunner, B. and Neuman, N. (1984) : Rank tests for 2 X 2 split - plot destgns,
Metrika 31 : 233-243,



184 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

[5] Chatterjee, S. K.’'and Sen, P. K. (1966) : Non parametric tests for multivariate
multisample location problem in: R.C. Bose et al. (eds), S. N. Roy Memonal

) volume.

[6] Durbin, J. (1972) : Incomplete blocks in ranking experiments, Brit. J. Psych
Statistical Section) 4 : 85-90,

[7] Friedman, M. (1937) : The use of ranks to avoid the assumption of normality
implicit ia the analysis of variance, J. Amer. Statist. Assoc. 32 :657-701.

[8] Koch, G. G. (1969) : Some aspects of split plot experiments in completely
randomised layouts, J. Amer. Statist. Assoc. 64 ;485-505.

{9] Koch, G. G. (1970) : The use of non-parametric methods in statistical analysis
of complex split plot experiments, Biometrics 26 : 105-128.

[10] Kruskal, W. H. and Wallis. W. A. (1952) ;: Use of ranks in one criterion vanance
analysis, J. Amer. Statist. Assoc. 47 : 583-621.

(11} Mood, A. M. (1950) : Introduction to the Theory of Statistics, McGraw-Hill,

 New York. _ . ,

[12] Puri, M, L. and Sen, P. K. (1971) : Nen-parametric Methods in Multivariate
Analysis, John Wiley, New York. ’

[13] Rai, S. C. and Rao, P. P. (1984) : Rank analysis of sphtplot experiments, J Ind.
Soc. Agri. Statist. 36 : 105-113. ;

[14] Rao, C. R. (1973) : Linear Statistical Inference and its Appltcanons Wiley Eas(em
New Delhi.

[15] Sen, P. K. (1969) : Non-parametric tests for multivariate inter-changeability,
part II. The problem of MONOVA m two-way layouts Sankhya, Ser. A, 31:
145 156.

B U J‘



	APG-1
	APG-2

